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Chatbots to learn about, with, and from
Illustrated by a project between IBM CAS and the Mauritshuis
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For context, where I’m from:
IBM Benelux Center for Advanced Studies (CAS)

2

CAS

Research

Innovation Education
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CAS: 
Collaboration 
with Academia
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AI	/	Cognitive

Data

Human	
Generated	Data

Machine	Data

Big	Data,	etc.

Sensor	Data	
(IoT)

Algorithms

Machine	
Learning

'Traditional'	

Deep	Learning

Data	Science

Computing	
power

Cloud	
Computing

On	Specialised
HW

Where CAS Research fits
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Are chatbots new?
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User: My head hurts

Eliza: Why do you say your head 
hurts?

ELIZA; the psychoterapist
Joseph Weizenbaum – MIT - 1966
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“I went to the races.”
Please go on.

“I gamble on horses.”
Please go on.

“Do you know anything about bookies?”
What makes you think I know anything about bookies?

“A bookie didn't pay me off once.”
What does that suggest to you?

“I beat up the bookie who did not pay off, and I thought he 
might use his friends in the underworld to get even with 
me.”

PARRY
Kenneth Colby,  Stanford 1972
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Cleverbots (video from 2011)

https://www.youtube.com/watch?v=WnzlbyTZsQY
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Chatbot vs. Conversational Assistant
Has to have a clear purpose

Not the solution to every problem you may have
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Customer Support Use Case Types
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?

!

Virtual Agent

?

!

?

!

Agent Assist (call center)

à Virtual	Agent	scenarios	are	often	good	candidates	for	the	NLClassifier

à Human	Agent	can	concentrate	more	complex	and	infrequently	asked	question	and	
Retrieve	and	Rank	Service	can	assist	the	Agent	can	find	answers	for	unknown	questions
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Should a chatbot be conversational?

When	you	do	need	conversation:
•Differentiation	from	competition
•Humanising a	brand

When	you	don’t	need	conversation:
•User	error	leading	to	failed	transaction
•If	your	competitive	advantage	is	
simplicity

•If	you	cannot	handle	unbounded	input

Read more at https://www.smashingmagazine.com/2016/11/does-conversation-hurt-or-help-the-chatbot-ux/



Next Learning

Should a chatbot be conversational?
Considerations	for	chatbots:

•How	are	you	setting	user	expectations?
•Is	your	chatbot utilitarian	or	entertainment-
driven?

•Does	your	chatbot reflect	your	brand’s	voice?
•Is	your	chatbot a	familiar	service	or	product?
•Does	your	chatbot need	to	differentiate	itself	
in	a	competitive	market?

•How	strong	is	your	technical	team	and	AI	
platform?

•How	strong	is	your	writing	team?

Read more at https://www.smashingmagazine.com/2016/11/does-conversation-hurt-or-help-the-chatbot-ux/
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The Mauritshuis seeks to innovate

12
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The Anatomy Lesson of Dr. Nicolaes Tulp –
Rembrandt  



Next Learning

How to get to learning?

• Good data and AI models lead to a good system
• A good system leads to good user experience
• Good experience leads to engagement
• Engagement leads to Learning
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The system answers questions,
we do our research on it

An chatbot as starting 
point for exploration
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The Application
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Visual discovery (no AI in here…yet)
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Answering people’s questions
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Broad/Open 
Domain

Complex 
Language

High 
Precision

Accurate 
Confidence

High
Speed

Humans Machines

More of a 
challenge

Watson (2011) Question-Answering on unconstrained domains
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EXPANDS

LEARNS

EXPANDS human cognition, makes the jobs we do easier, like a 
cognitive prosthesis, especially when dealing with processing 
massive data, or data that requires human interpretation

LEARNS as you use it – most machine errors are easy for 
a human to detect, and we can instrument usage of systems 
to better understand the system and the problem it solves

INTERACTS naturally.  We need to bring machines 
closer to their users, we have adapted ourselves enough 
to them, they should understand natural language, spoken 
or written, be able to process images and videos.  These 
simple human problems are extremely complex for 
machines, but are hallmarks of a new computing era.

INTERACTS

Cognitive Computing: Three elements
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The story of Watson (very high level, not all aspects covered)

Create something specific (Jeopardy, 2011)

à Try to use framework on other domains (WEA, ~2013) 

à Break it apart (Developer Cloud, ~2015-) – you do the assembling 

à Address specific use cases (Watson for Oncology, etc., ~2015-) – IBM does the assembling
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What kind of AI?
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Back to the Mauritshuis app – what’s in it?
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Who learns?
• Users learn about the painting
• Curators/Museum Researchers learn about user behaviour and 

interest
• Computer Scientists learn about application of their algorithms 

in the cultural heritage domain
• The system learns as people use it, provide feedback to it.
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Questions on top of a QA system

Can it go bad if users 
don’t give the right 

feedback?

How do you establish a 
connection between 

questions, answers, and 
parts of the painting?

How do we change the 
user experience to 

incorporate emotional 
states?
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What if they don’t do it ‘right’?

People can indicate 
if they like/approve/
accept an answer
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14 DAYS

200 USERS/DAY

10 QUESTIONS/
USER

9 SCENARIOS

oops ? oops ?

? ? ? ?

? oops oops ?

? ? oops ?

SIMULATION
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At what percentage
of malicious users

will system performance 
start decreasing?

Learning is good, but we need to learn the right 
things!
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60%
50%
40%
30%
20%
10%
0%

Up to a point the system 
still improves

PE
RF

O
RM

AN
CE

TIME

M
ALICIO

USN
ESS

<20% System is Learning

>30% Performance Decreases

System is Stagnating
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To wrap up

Investigation
of the 

robustness
of a QA 
system

Simulation 
allows for 
making 

important 
choices before 

deployment

Applicability in 
other domains 
utilising user 

feedback
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Where should people look when asking 
questions and getting answers?

Establishing visual focus 
for a QA system
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Connecting data with a painting

Information
about the 
artwork

(subject, style, 
background, etc.)

Visual mapping 
of the 

information on 
the artwork

QA system 
with more 

than 5000 QA

How to gather 
and process 
visual data?
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How to gather and process data?

CROWDSOURCING

QA SYSTEM PAINTING
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Focus investigation in 4 steps
Question: Who is the man with the hat?
Answer: The man with the hat is Doctor Nicolaes Tulp



Next Learning

1
Collect boxes for 

the questions
only

2
Clustering on all 
the boxes for one 

question

3
Evaluate 

relevance of 
clusters

considering the 
answers only

4
Determine the 
final mapping 

between each QA 
pair and the 

painting

Question: Who is the man with the hat?
Answer: The man with the hat is Doctor Nicolaes Tulp

Focus investigation in 4 steps
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Step 1

Collect 
bounding
boxes for the 
questions only

Who is the man with the hat?
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Step 2

K-Means 
Clustering

Who is the man with the hat?
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Step 2 Who is the man with the hat?

0.93320.1433
Each cluster 
obtains a score 
(𝑸𝑪𝑺) from the 
question side 
applying the 
CrowdTruth
metrics
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Step 3

Evaluate the 
relevance of 
the clusters for 
each answer

The man with the hat is Doctor Nicolaes Tulp

2 1
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Step 4 The man with the hat is Doctor Nicolaes Tulp

0.98910.1083
Each cluster 
obtains a score 
(𝑨𝑪𝑺) from the 
answer side 
applying the 
CrowdTruth
metrics
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Step 4
Who is the man with the hat?
The man with the hat is Doctor Nicolaes Tulp

How to establish 
the mapping 
between the QA 
pair and the 
painting?
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Step 4
Two scores:
QCS, ACS

12

2

1

Who is the man with the hat?
The man with the hat is Doctor Nicolaes Tulp

Pearson Correlation Index: 0.933Nothing to Box: NO

ntb
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Step 4
Two scores:
QCS, ACS

1
2

Q: What is he doing??
A: I am afraid I do not understand the question could 
you please be more specific?

Pearson Correlation Index: 0.933Nothing to Box: NO

3

ntb

1

3
2
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To wrap up

New 
methodology

to establish visual 
focus for a 

painting based QA
system

New 
annotations and
smart use of the
resources in the 

Cultural Heritage 
Domain

Research:
Cognitive 

Computing
and 

Crowdsourcing



Next Learning

A new user experience
(work ongoing)

Moving Forward
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Two Goals

49

CAS

1. Shift the focus of the visitor          
back to the painting
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3-4 Seconds
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3-4 Seconds 15 minutes
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Two Goals
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CAS

1. Shift the focus of the visitor          
back to the painting

2. Generate more questions to 
further train the QA system
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Watson in a museum

More info at http://www.adweek.com/creativity/ibm-watsons-new-job-as-art-museum-guide-could-hint-at-lots-of-future-roles-with-brands/
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A QA based audio tour?
• How can we make this really 

interesting (for the researcher), and 
engaging (for the user)?
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CAS

1. Adjustment of delivery

• Speed
• Emotion

2. Adjustment of content

• Two-way conversation 

Personalising message delivery



Next Learning
56

CAS

In an audio QA system:

Does matching speed increase user engagement and system satisfaction?

Does emotion matching increase user engagement?

Does matching of speed and emotion create a change in user speaking rate 
and/or user voice emotion?  

How can we engage museum visitors more and 
change their way of looking at a painting?
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Why should we all care?
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CAS

• Adjustment of speed and personalized content creates more responsive and 
productive conversations (studies in automated call centres) 

• Emotion matching ensures less distraction and less effort to understand the 
message (studies with car voices and road safety) 
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Emotion matching vs emotional contagion

• In a conversation, you start to (subconsciously) match your mood 
and tone of voice to the other’s 
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• In a conversation, you start to (subconsciously) match your mood 
and tone of voice to the other’s 

• Can you induce a change in user emotion by choosing system 
emotion? 

Emotion matching vs emotional contagion
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• In a conversation, you start to (subconsciously) match your mood 
and tone of voice to the other’s 

• Can you induce a change in user emotion by choosing system 
emotion? 

• Should you? 

Emotion matching vs emotional contagion
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To wrap up

New way to 
interact with a 
painting, using 

audio only

Studying 
engagement and 

user behaviour for 
better user 
experience

Applicability in 
other domains 

such as 
customer 

service bots
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We should consider all three edges when building a (learning) system
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Ethics
(& Security)

Business Tech
”We can do it!””We should do it!”

”Should we do it? 
How should we do it right?”
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Thank You!

Zoltán Szlávik
zoltan.szlavik@nl.ibm.com
@zolley

CAS Benelux
casbnl@nl.ibm.com
@cas_benelux
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Cognitive Computing for 
Cultural Heritage
A collaboration between the 
Mauritshuis, IBM, and the VU 
on the various aspects that 
AI might mean for the 
cultural heritage domain. User feedback, maliciousness, 

machine learning 

User experience, affective computing, 
adaptive system

Crowdsourcing, image processing, 
language understanding


